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Malware analysis increasingly relies on machine learning classification. In this mission-critical domain, ana-
lysts require deeper insights that justify the classification results and help them understand how the results
were reached. In the project EMA (NextGenerationEU/Recovery and Resilience Plan project No. 09I05-03-
V02-00064), we focus on applications of eXplainable (XAI) methods that enable such insights. We develop
suitable datasets, select the most promising XAI methods, and also focus on the presentation of the justifica-
tions/explanations to the user.
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