Kuriatko alebo pes?

Novy algoritmus na biparticiu priznakovych map

Abstrakt

Jednym zo spOsobov, akym dokaze system umelej inteligencie pomenovat predmet na obraze je spriahnutie extraktora priznakov z
obrazu s extraktorom priznakov textu. V takomto spoloCnom priestore obrazovych a textovych priznakov je potom pre priznaky
obrazu hladat' akym priznakom textu su podobne. Robi to takto napriklad model CLIP, pricom pouziva kosinusovu podobnost medzi
priznakovym vektorom textu a klasifikachym priznakovym vektorom obrazu. Tento pristup je pomerne lahké pomylit, napriklad ked
modelu prezentujeme obrazok kuriatka a pod nim text "pes”, povie, ze na obrazku je pes. Pritom ako vedlajsi produkt vznika mapa
priznakov jednotlivych regionov obrazu. Nasim vkladom do problematiky je novy algoritmus, ktory tuto mapu dokaze rozlozit na
cast, ktora zodpoveda kuriatku a Cast, ktora zodpoveda napisu "pes". Takato biparticia je v principe NP-tazky problem, pre ktory
navrhli Shi a Malik v roku 2000 priblizny algoritmus, kvadraticky od pocCtu regionov. Prerobili sme ho na linearny a dali mu podobu, v
v ktorej m6ze byt zabudovany priamo do neuronovej siete. Vdaka biparticii obrazka je potom moznée pouzit povodny model tak, aby
jednu cast pomenoval spravne: "kuriatko" a druhu spravne: "pes".

Algorithm 1 Fast Normalized Cut

. function UNPR(u, v)
return v(v!u)
: end function

> features is a map of the shape C' x H x W
> mask is a bool map of the shape H x W

> picking up features into NV x C

y < init()|mask] > initialization of H x W with 1 or —1(0), into N

D O G 10: d < UNPR(1y, f) > initialize parameters of the projection
11: 20" «— normalize(d?)
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5. function FAST_NCUT( features, mask, iterations = 4)
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12: pr <+ (d—2 15)o f
. . 13: for i < 1 — iterations do > power iteration
dog 90% bird 8% bird 97% person 0% 14: y ¢ UNPR(y,pr) — UNPR(y, 25 > projection of y
15: < normalize > normalization of
dog 96% hOtdog 2% 16: en(iJ for (y) ’
, , , , 17: bipartition|:,:] <~ UNKNOWN > a bool map H x W
Ked porovhame Ked mapu priznakov na 18:  bipartition[mask] < y >0 > distribution of N into H x W

kosinusovou podobnostou
priznakovy vektor tohto
obrazu s priznakovymi

ktoré obrazok premeni 19:  return bipartition
model CLIP, preskalovanu 20: end function
zo /x/ na povodne

> returns a bool map of the shape H x W

vektormi pomenovani

kategorii datovej sady

COCO a z 80 moznosti
vyberieme dve s najvyssou
pravdepodobnostou, vyjde
nam, Zze na tomto obrazku

je s vysokou

pravdepodobnostou pes a
len s pomerne nizkou vtak.

Hoci je tento obrazok
kontroverzny, Cloveku
nerobi problem vnimat, ze
na obrazku je vtak i napis
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rozlisenie obrazka
podrobime biparticii, rozdeli
obrazok najprv na okrajovu
a vyznamovu cast. Ked
potom delime vyznamovu
cast, dostaneme priblizne
cast v ktorej je kuriatko a v
ktorej je napis ,pes”.

Ked potom klasifikujeme
tieto Casti, podla vyssej
pravdepodobnosti vidime,
Ze na obrazku mame naozaj
dve rOzne veci: vtaka a psa

Prinosy

Algoritmus pre priblizny vypocCet normalizovaného
rozdelenia O(t f n) miesto doterajSich O(t f n?), navySe t
malé (t .. pocCet iteracii, f .. poCet priznakov, n .. pocCet
regionov / pixelov)

Aplikacie tohto algoritmu ako stavebneho prvku hlbokych
neuronovych sieti
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